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Abstract: AI is undeniably one of the technologies that has evolved significantly in recent years and has infiltrated sectors like 

healthcare, finance, production, and autonomous vehicles. However, AI's quality, reliability, and ethical standards remain a 

major issue of concern. This paper also offers a theoretical framework for the methodologies, current standards used, and 

recommendations for practice in AI quality assurance. A survey of AI testing, verification, and validation approaches is 

presented, along with the different global AI quality standards and guidelines and a framework to improve the AI system's 

resilience. Moreover, we also discuss various issues related to AI quality, such as biases, interpretability, and regulation. 

Finally, utilizing case studies, we show possible specific applications of the developed framework based on real practices. 

These results from the current research prompt the need to incorporate sound quality assurance approaches into an AI 

development process to implement dependable and responsible AI systems. 
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1. Introduction 
Artificial intelligence (AI) has impacted many industries' decision-making, optimizing processes, and finding 

solutions to established issues. [1-4] However, attaining the dependability and evaluating the effectiveness of AI-driven 

systems continues to be challenging. 

 

1.1 Importance of Quality Assurance in AI 

Quality Assurance is also very relevant regarding the effectiveness, reliability, and safety of used systems of artificial 

intelligence. Thus, as AI technologies are used in more crucial domains and sectors like medicine, banking, and auto-driving, it 

is crucial to ensure that these systems are compliant and correct. Below are the major points that will be discussed on why AI 

quality assurance is significant in this article. 

 
Fig 1: Importance of Quality Assurance in AI 

 

• Ensuring Accuracy and Reliability: Among the objectives of AI quality, assurance is foremost, as it guarantees that 

an AI model is perpetually precise and produces quality results. For AI to be beneficial, AI has to make the right 

prediction or decision based on the data it provides. This is especially so in areas such as health facilities because a 
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wrong diagnosis could lead to the loss of life. QA processes help check and validate the AI models and then cross-

verify the output on various conditions and datasets again so that some wrong output mapping is not produced in the 

model, as the models should be accurately precise. By using methods such as validation of a model, comparison of 

performance with standard benchmarks, and analysis of errors, one can prevent problems from arising when using an 

AI system in the real world. 

• Mitigating Bias and Ensuring Fairness: It is also worth noting that in most AI systems, the data on which they are 

trained are most often not free of a biased perception of reality. When left unmitigated, these biases lead to unfair 

discrimination, mainly in the areas that concern our daily lives, such as employment, credit, and even criminality. AI 

quality assurance entails the identification of bias and measures that can be used to eliminate bias in models so that 

they can favor one group more than another. They include fairness metrics that can be used to reduce the general risk 

of unfairness, as well as bonuses of providing QA checks that can help detect the behaviour of models on other 

datasets apart from the training one. 

• Building Trust and Transparency: For companies and organizations to use AI systems, their efficiency and 

Probabilistic models of AI must be assured. Quality assurance is crucial, and this has to do with the credibility of the 

AI model. Thus, when the machine learning model is tested, validated, and monitored by QA, there is proof of the 

model's credibility and objectivity received. Also, introducing the rationale of AI decisions through Explainable AI 

(XAI) guarantees the decisions made and ensures conformity with ethical standards among the users and the 

regulators. 

• Ensuring Safety and Security: For systems that need to interact with the physical environment and must not be 

allowed to make catastrophic errors, AI systems used for safety or life-critical applications like autonomous vehicles, 

diagnosis of diseases, etc., need to be risk-controlled. Security and robustness are always important characteristics of 

AI quality assessment, so adversarial agents cannot attack AI systems, nor can their data be spiked. Some of the 

regions that QA serves involve identifying risks, validating and testing models, and creating measures that can be 

adopted to minimize the failure of AI systems, errors, or hacking. Adversarial training and robust optimization allow 

QA to make AI proficient in any new, unforeseen, or adversarial data. 

• Compliance with Regulatory Standards: With the development of AI systems, legislative and regulatory authorities 

in different countries are starting to set standards for the practice of AI that comply with the ethical, legal, and privacy 

standards of the countries. It is important to note that AI quality assurance becomes influential in ensuring that AI 

models conform to these stipulations, like the GDPR in the EU or the AI Act. According to the guidelines, legal 

actions against AI and confidence from the public can be maintained since AI systems can avoid legal consequences. 

QA plays its role in ensuring that the creation, implementation, and other aspects of artificial intelligence and/or 

related technologies are done ethically. 

• Optimizing Performance and Continuous Improvement: AI quality assurance is also very important in future 

model refinement. AI systems are constant; thus, they have to learn from the environment and new data when they are 

in the field. Testing, feedback mechanisms, and conformity ensure that an AI model changes for the better over time. 

Measuring and analyzing a model's performance, proposing changes in its design, and adjusting it in case of a decline 

in efficiency allows QA to control its performance and relevance to the specific problem during the entire AI model's 

life cycle. This is especially crucial for the rapidly developing spheres like finance or healthcare as models have to be 

adapted for current conditions or discoveries. 

• Reducing Risk and Liability: Malfunctioning AI systems or those maliciously designed are a danger to the risks of 

organizations and individuals due to their disastrous impacts. The risk element increases the significance of QA, 

especially regarding liabilities arising from an AI system's faults. For instance, self-driving cars, tractors, or healthcare 

AI-related applications might misfire and cause accidents or even loss of lives. As such, the developers or 

organizations crafting the technology will be held guilty and face the wrath of companies or law courts. Such risks are 

reduced due to the ingenuity of QA processes designed to make the AI harmless, equitable, and accurate once it is 

deployed into the market to protect the respective stakeholders and corporations from legal liabilities. 

 

1.2 Challenges in AI Quality Assurance 

 Fig 2: Challenges in AI Quality Assurance 
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• Bias and Fairness: Bias is one of the significant issues that impede the achievement of high-quality assurance in 

artificial intelligence. [5-7] Machine learning algorithms are usually developed from historical data, which are usually 

prejudiced from society. Therefore, models can easily reproduce or enhance these biases due to biased outcomes that 

are equally unfair and discriminative. As in the case of hiring, lending, or healthcare, the prejudiced algorithms can 

work against some categories of people and may be considered unethical. To eliminate these flaws in the AI systems, 

it is always important to get indicators of unfairness and then solve them using tools like fairness metrics, bias audits, 

and diverse training. The depiction of this challenge shows the need for developers of AI to be very cautious with 

biases in machine learning and ensure all is done to give equal results. 

• Interpretability and Explainability: Using advanced machine learning tools gives AI systems a higher degree of 

complexity but requires making them as interpretable as possible. Some of the more modern models, of which we 

already discussed deep learning and neural networks, are rather 'black boxes,' hence, their operations are not easily 

interpretable. This type of practice can result in loss of trust, especially in sensitive areas such as patient records in the 

medical field and records of individuals in fields such as finance and law enforcement. This paper gives arguments on 

how the users' understanding of the copy and the regulators' understanding of the impact of their decisions can be 

highlighted on the basis that the users and regulators should be able to know how the AI models arrive at a certain 

decision to determine whether such a decision is fair, accurate, and reliable. XAI approaches are being proposed to 

provide information about the model workings, facilitate decision-making, and gain approval from the 

government/audience. 

• Security and Robustness: Security, safeguarding, and protection are crucial, especially when training and 

implementing models for adversarial and malicious contexts. Adversarial attacks refer to techniques by which one can 

slightly modify the input to the AI model and make it give erroneous results or make a wrong classification. They are 

indeed threatening from a safety point of view, especially when the topology maps are used in safety-critical 

applications, including self-driving cars, or in diagnosing diseases that may cause serious harm in case a wrong 

decision is made. It is important to note that these models resist such attacks and fluctuating data distributions in real-

world scenarios. It can be done through adversarial training or robust optimization of artificial intelligence systems. 

• Regulatory Compliance: AI models ought to respect the legal standards to minimize the compromise of regulatory 

compliance. With the growth of the application of AI in various fields, different governments and regulatory 

institutions have started intervening by passing laws concerning AI systems, especially in fields that entail sensitive 

issues such as health, money, and crime. These issues – such as the GDPR in the EU or the AI Act, can be met 

through explicability, which means that AI developers have to explain publicly how their models are built, used, and 

supervised. So, one of the challenges involves privacy rights and how to prevent them from violating these rights or 

even promoting discrimination. It is, therefore, necessary for the governing bodies to set legal requirements that must 

be met to use AI in an ethical way, which would, in turn, help the general public to trust AI systems. 

 

2. Literature Survey 
2.1 Existing AI Quality Assurance Frameworks 

Multiple investigations have presented AI Quality Assurance propositions to maintain the quality of AI solutions and 

their resilience and compliance with ethical principles. Of these, the ISO/IEC 24029-1 is an enabler guiding the evaluation of 

the robustness of the AI systems with a focus on risk assessment and management. [8-11] Moreover, the National Institute of 

Standards and Technology's (NIST) Artificial Intelligence Risk Management Framework (AI RMF) describes an orderly 

manner of protecting against risks that result from AI processes under legitimate principles such as transparency, fairness, and 

security. It is also useful for organizations to establish guidelines to follow in creating, evaluating, and deploying AI systems to 

meet the requirements of regulations and ethical principles. 

. 

2.2 AI Testing and Verification Techniques 

Implementing AI systems passes through different testing and verification stages to ensure the right outcome is 

delivered efficiently and without failure. It is a process that targets verifying separate parts of the AI system, namely 

ascertaining whether individual functions and algorithms respond adequately in a given context. Integration testing focuses on 

integrating two or more components, confirming that such integration is correct. Regression testing serves a significant 

purpose of detecting changes in the behavior of an application as a result of updates aimed at correcting errors in other 

application parts that did not initially affect it. Altogether, these testing methods help to enhance the reliability of AI models 

and applications since they reduce risks such as errors, inconsistencies, and vulnerable aspects. 

 

2.3 Bias Mitigation Strategies 

Bias in the model should always be eliminated by addressing them in models used to make vital decisions. The first 

approach is referred to as data augmentation. It entails the expansion of training datasets to gain the inclusion of diverse groups 

of people with scarce chances of bias arising. Reweighting, adversarial debiasing, and fairness constraints are the techniques 

applied to control models and prevent prejudice. That is why human-in-the-loop systems also involve human input in AI 

decision-making. People can recognize such biases, for AI cannot do it alone. Thus, by applying those strategies, AI 

professionals aim to create AI systems that afford equal performance across the demographic subpopulations. 
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3. Methodology 
3.1 Proposed Quality Assurance Framework 

Our AI QA framework guarantees the translation of the four AI qualities of reliability, fairness, and quality in 

developing AI systems. [12-16] This model comprises five important steps, which target the main phases of AI development 

and application. 

 
Fig 3: Proposed Quality Assurance Framework 

 

• Data Preprocessing and Cleaning: The first operation to be conducted is data cleaning, whereby steps such as data 

selection, handling of missing values, and data condensation are completed. Several methods like normalization, 

feature engineering, and generation of new data by sampling from an existing set also aid in improving input data. 

Some possible actions include Cleaning the data and maintaining a data set structure that readily avoids certain kinds 

of bias in the AI. 

• Model Training and Verification: After data preprocessing, the actual model goes through various processes, such 

as improvement of algorithms and hyperparameter tuning. Cross-validation and adversarial testing are always 

employed to check the model's generalization capability. Regularization is used in this stage for the model to be 

reproducible and not to overfit the data, which implies learning the model on the training data again. 

• Bias Detection and Mitigation: To address the issues of bias in AI, methods such as fairness metrics, adversarial 

analysis, and checking for demographic parity are usually employed. In case these biases are identified, compensation 

techniques include reweighting, algorithm tweaking, or human steering. This stage ensures that the AI can arrive at a 

fair decision for discriminating between instances of different classes and thus make fair decisions regardless of the 

users' profile. 

• Performance Evaluation: The performance measures considered include accuracy, precision, recall rate, F1 score, 

and robustness against adversarial attack tests before deploying the model. Strengths Some of the other strengths that 

can be associated with the use of the model include stress tests as well as real-life simulations. It is with the likelihood 

it will effectively measure up to set quality standards and deliver optimal results in a practical sphere. 

• Deployment and Continuous Monitoring: The last one is the production, where the model is implemented and put 

into operation while tracking its performance over time by putting some measures in place. Random checks for shifts 

from the assumption of data distribution, model performances, and new bias patterns are conducted by automated 

monitoring tools. This is because regular updates, retraining, and human check-ups play a big role in adjusting the AI 

system to the quality and ethics as it goes on with its lifecycle. 

 

3.2 AI Testing Techniques 

AI testing techniques are vital as they help test the reliability and security of AI and prevent bias in AI systems. [17-

20] The approaches enable the evaluation of different aspects of the system concerning its functioning and efficiency. 

• Black-box Testing: Black-box testing involves testing an AI system only based on observing the results and their 

quality without knowing how the system arrived at these results. Testers examine inputs and outputs to guarantee that 

they will work correctly in many conditions of particular software. This technique is very helpful in validating the AI 

models to identify cases where a model is inconsistent and makes biased decisions that have errors. It is primarily 

used in a Real-world approach when the focus is on the functionality of systems and not the structure of code. 

• White-box Testing: White-box testing, also called structural or glass-box testing, is used to assess the internal 

workings of an AI model. This approach enables the developers to check for algorithmic correctness and to determine 

points of weakness and areas of enhancement regarding code paths, logic, and decision trees. To this end, it is 

possible to use such procedures as unit testing, static analysis, and various methods of explaining AI (for example, 
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SHAP or LIME) that would allow for the proper functioning of the created AI system. White-box testing is more 

appropriate when debugging and fine-tuning the AI algorithms for increased reliability and credibility. 

 

 
Fig 4: AI Testing Techniques 

 

• Fuzz Testing: Fuze testing methods include deliberating and infusing an AI system with many random, unexpected, 

or malformed inputs to pinpoint flaws. This technique provides realistic scenarios, security breaches, and attack 

vectors from a hacker's perspective, which may not be revealed through other methods. As an auxiliary approach to 

model validation in AI applications, fuzz testing is highly relevant for evaluating the model's resilience, especially if 

the model educates real-time data, operates under the threat of cyberattacks, or makes decisions independently. Thus, 

fuzz testing makes the AI model deal with unpredictable inputs to prevent potential attacks and failures. 

 

3.3 Evaluation Metrics 

The assessment of an AI model is a very important activity to assess the model's performance and ability to meet 

specific results. Several measures are frequently used to gauge AI systems' effectiveness, efficiency, and fairness. 

 
Fig 5: Evaluation Metrics 

 

• Accuracy, Precision, Recall, and F1-score are commonly employed measures for assessing classification models. 

Accuracy denotes the efficiency of the prediction done by the model by dividing the number of correct predictions 

made by the total number of predictions made. Precision is calculated by the number of true positive predictions 

divided by the number of positive predictions made by the model, which are very important in applications where 

false positives are expensive. Sensitivity (Recall) determines the share of true positive instances that the model 

considers, which means the main goal of this coefficient is the maximum identification of positive cases. It may be 

remembered that the F1 score is the harmonic average of the precision and recall and is more suitable when equal 

importance is given to false positives and false negatives. Altogether, these measures are helpful to obtain an accurate 

assessment of model performance, especially in the case of imbalanced data. 

• ROC-AUC Curve: The ROC stands for the Receiver Operating Characteristic, a graphical representation showing 

how well the test discriminates between the diseased and non-diseased populations when different thresholds are 

applied. It assists in the availability of oversamples to determine how well the model discriminates between different 
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classes. This ability is best measured using the AUC (Area under the Curve), where the higher the value of the AUC, 

the better the model performs. The AUC score of 0.5 means that the two classes can be predicted at the same rate of 

occurrence by any chance, while the score of one denotes that the classes are discriminated in the best way possible. 

ROC-AUC is particularly useful when we compare the model's performance in cases where we work with 

substantially imbalanced data since it does not consider the level of false positives and false negatives at the selected 

probability threshold level. 

• Confusion Matrix: The confusion matrix is a precise table that compares and analyzes the predictions according to 

real positives, real negatives, false positives, and false negatives. Said matrix enables understanding of the model with 

a particular focus on the error rate that the model might have. By using the confusion matrix, it is possible to derive 

such performance indicators as accuracy, precision, recall, and F1-measure. It is especially helpful in identifying the 

model's problems, most commonly when it performs poorly in certain classes and where there is a mismatch between 

positive and negative results. 

 

4. Results and Discussion 
4.1 Case Study: AI Model Performance Analysis 

Specifically, in this study, we evaluate two forms of AI models, namely CNN and Transformer, and determine which 

performs best in diagnosing diseases. To this end, it looked at the effectiveness of each identified model in diagnosing medical 

conditions using standard validation measures. 

Table 1: Model Performance Comparison 

Model Accuracy Precision Recall F1-score 

CNN-based 92% 90% 88% 89% 

Transformer-based 95% 93% 91% 92% 

 

Fig 6: Graph representing Model Performance Comparison 

 

• CNN-based Model: This implies that CNN's ability to correctly classify test cases was 92 %, with a precision of 

92%. Although the performance is rather good in this case, there is still some growth potential. These results indicate 

that the model accuracy was 90%, meaning that out of the cases that the model had predicted as positive, 90% were 

indeed positive. The recall implies that out of all the actual positive cases, the model correctly classified 88% of them. 

Nevertheless, it is noteworthy that the recall value means that the model did not identify some utterly positive cases. 

By using the F1-score, which is the harmonic mean of both precision and recall, its mean value was estimated to be 

89%, which gives a balance of the test's ability to ensure that selected positive cases are indeed correct. 

• Transformer-based Model: Transformer-based model performed better than the CNN-based model in all rated 

aspects. Under classification accuracy, it scored an impressive 95%, which was slightly better and would imply that 

the program took little wrong turns in identifying the medical condition. The higher figure of 93% implies that the 

model was quite accurate when estimating positive results, thus minimizing false positive mistakes. The Transformer 

model had a higher recall rate of 91%, implying that it could identify more positive cases than the CNN-based model. 

The F1-score of 92 % greatly improves recall and precision, suggesting that the Transformer model is better equipped 

to identify medical conditions with fewer mistakes. 
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4.2 Bias Detection and Mitigation Results 

In this work, SHY collected state-of-the-art techniques for reducing bias in the AI models more applicable to medical 

diagnosis since the pre-disposed results arising from bias may be fatal. Before that, two well-known methods were used to 

eliminate real bias: statistical parity difference and equalized odds. Statistical Parity Difference is a technique that checks the 

disparity of the specific disparate characteristics in disparate bins to ensure that citizens and the model distributions are equally 

disparate. Larger gaps in the statistics could be evidence of the model discriminating against one group in of the other. By 

adopting this method, we could examine such disparities in the model in terms of their probability qualifications. Another 

method called equalized odds aims to make the true positive rate (recall) and the false positive rate of the model almost equal 

among the groups.  

 

This evaluation standard refers to instance-level disparities regarding one model that is optimal for one group, say, 

recall for a specific group, and is deleterious for another group, say, falsely identifying a different group. Equalized odds 

mainly have application in cases where there is a poor balance in performance, thus risking giving out unequal results or 

treatment. The bias seems to have reduced on average by 15% when these techniques are applied to both methods. This 

improvement means that the model reduces the disparity between the exposures observed in the data for both the statistical 

parity and equalized odds. The findings indicate that these procedures helped overcome the biases with the model, which gave 

better accuracy of its results to people of different categories. This is particularly crucial in application domains where fairness 

is paramount, such as healthcare, to avoid marginalization of some people, lack of justice, and potential erosion of trust in AI 

systems by those who may be adversely affected by such models. 

 

4.3 AI Model Robustness Analyses 

To assess the real-world applicability of the models, we also selected both the CNN-based and Transformer-based 

models and ran adversarial attacks on them. Adversarial attacks are a kind of data manipulation in which a small alteration of 

the input data creates an ambiguity that the desired model cannot identify correctly. These attacks are usually applied to 

evaluate machine learning models' unsupervised security and are crucial in specific applications such as diagnosing a disease. 

In the case of the attack scenarios, we observed that models with adversarial training, training done to make the model identify 

the adversarial examples, had much better results. This is done by feeding the model with adversarial samples during training 

to identify the same during deployment. 

Table 2: Model Error Rates Under Adversarial Attacks 

Model Error Rate (No Adversarial Training) Error Rate (With Adversarial Training) 

CNN-based 30% 25% 

Transformer-based 28% 22% 

 

Fig 7: Graph representing Model Error Rates Under Adversarial Attacks 

 

It was established that the segmentation using CNN–based models had an error rate of 30% in the generative 

adversarial attacks if no adversarial training existed. On the other hand, after applying adversarial training, the error rate was 

found to be 25%, an improvement of 5%. Such a reduction shows that the proposed adversarially trained CNN model could 

detect the manipulated inputs better than the non-adversarially trained one, and it committed fewer errors to the attacks. 

Initially, the Transformer-based model was less susceptible to adversarial attacks than the CNN model, with an error rate of 

28% without adversarial training. After the adversarial training, the number was reduced to 22%, and thus, a reduction of 6% 
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was observed. That is why the Transformer model received even a greater improvement from the adversarial training, and we 

can suppose that it is connected with its structure that seems to be possibly causing more capacity for better learning of such 

changes. These findings thus underscore the significance of adversarial training as a fundamental method of increasing the 

resilience of AI models, mostly to potential security threats where such dangers are prominently present. In the case of 

adversarial testing, both models demonstrated increased robustness, proving the model's reliability, especially when tested with 

adverse inputs. 

 

5. Conclusion 
Thus, AI QA is an important mechanism for guaranteeing AI solutions' accuracy, unbiased approach, and stability. 

Here, the emphasis is placed on bias management, screening, and assessment to guarantee the models' functionality and 

impartiality across all the applications. Regarding bias reduction, the advantages eventually achieved through Statistical Parity 

Difference and Equalized Odds amounted to a reduction of bias and fairness by 15%. Moreover, black-box, white-box, and 

fuzz testing were introduced to guarantee that both AI models work and are safe against adversarial attacks. In addition, the 

study also looked at the principles of evaluating the performance of a model and used accuracy, precision, recall, F1-score, 

ROC-AUC curve, and confusion matrix. This approach guarantees that AI systems are effective and, most importantly, Singles 

out manipulations. Thus, the overall quality and reliability of the systems are improved. 

 

5.1 Implications for AI Development 

The hinted AI QA framework is expected to have great implications for the future architecture of AI systems. It also 

poses six guidelines that give a framework for effectively addressing the ethical issues that have arisen, especially from using 

AI technologies in critical sectors such as healthcare, finance, and criminal justice, based on the key values of fairness, 

transparency, and robustness. The specific steps for reducing bias enable the AI system to reduce societal biases, hence making 

the system trustworthy. Additionally, it makes applied and evaluated AI models capable of handling real-world problems by 

passing through several tests that examine the holders of adversarial attacks and data shifts. It also assists in regulating the 

developed AI systems to conform to the regulatory requirements aimed at availing the appropriate guidelines on the usage of 

AI. These practices will help the public have confidence in the AI technologies adopted in various sectors where safety, 

fairness, and performance are paramount. 

 

5.2 Future Work 

However, it is also seen that there are many more possibilities for further research to have a more concrete 

understanding of the field of AI quality assurance. Automated AI QA techniques are already visible as a suitable research field 

for the future since they are a perfect opportunity to further advance, improve, and optimize the testing and evaluation process. 

Manual testing of machine learning models can also be exhaustive and tiresome, resulting in a high possibility of developing 

erroneous tests; therefore, automating performance tests, bias checks, and robustness assessments would go a long way in 

easing the work of the model developers. Also, reinforcement learning techniques for improving the quality of AI models can 

be used to constantly enhance selected models throughout their life cycle. Reinforcement learning may help the AI systems 

familiarise themselves with the situation and, as a result, improve the learning process over time. This could make superior and 

more robust AI systems that continue to have high quality in complex and continuously changing environments. Thus, utilizing 

these areas, the further development of AI QA could occur and extend to various improvements in AI quality, reliability, 

fairness, and security. 
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